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ABSTRACT 

 Technology has continued to transform the educational landscape, also the use of A.I. in the healthcare sector has 

gained prominence. We all know how complex our healthcare systems are. AI (Artificial Intelligence) can transform these 

fields and has already started to transform this field. AI’s inclusion will make it very easy for doctors to monitor patients, and 

it will be straightforward to detect diseases they are suffering from. If AI tools are integrated into this field, we will need 

healthcare providers with essential knowledge and tools. This research paper will explore the diverse applications of AI in this 

field, ranging from imaging analysis and predictive analysis. We will be discussing how AI can positively affect the medical 

field and what methods it can use to increase the performance of AI in this field. In this paper, mainly, we will be discussing 

the idea of using Explainable Artificial Intelligence (XAI) in this field to improve performance and gain maximum efficiency 

by making drug discovery model from black box model to white box model. We will be discussing all these topics which are 

being used or can be used in this sector. 
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 Artificial intelligence works in many ways, 

using principles and tools such as mathematics, logic, and 

biology. One of the important features of today’s AI 

devices is their ability to understand a wide variety of 

information, such as text and images. Machine learning 

has been the most popular form of AI in recent years and 

forms the basis of many applications today. Instead of 

following predefined instructions, machine learning 

allows machines to discover patterns and create their own 

rules when taking in new information and knowledge.  

 In healthcare, AI has advanced medicine in ways 

that were previously unimaginable, opening up new 

possibilities by solving some of the world’s health 

challenges. For example, the cutting-edge AI-powered 

protein structure prediction algorithm AlphaFold solves 

the protein folding problem that has held back major 

advances in biology and medicine for the past 50 years.  

 AI is being used or tested for a variety of 

medical and research purposes, including disease 

diagnosis, chronic disease management, healthcare 

delivery, and drug discovery (Figure 1). AI has the 

potential to help solve important health problems, but 

may be limited by the quality of health data and the lack 

of AI’s ability to inform some human characteristics.      

 AI systems work using algorithms and data. 

First, large amounts of data are collected and used for 

mathematical models, or algorithms, that use the data to 

identify patterns and make predictions, in a process called 

training. Once trained, algorithms are used in multiple 

applications, constantly learning and adapting to new 

data. This allows AI systems to perform complex tasks 

like image recognition, language processing, and data 

analysis with greater accuracy and efficiency over time 

(Alowais et al. 2023; Hassija et al. 2023; Nuffield 

Council on Bioethics, 2018; Khalid et al. 2023).  

What is Explainable AI (XAI) 

 Explainable Artificial Intelligence (XAI) is a 

branch of AI that focuses on making complex AI models 

understandable and customizable for effective decision-

making, particularly in science and technology. 

Currently, AI is widely used in the medical and 

healthcare fields. This includes predicting future illnesses 

from genomic data, diagnosing critical diseases early by 

analysing electronic health records, recognizing serious 

conditions in advance through AI-based Early Warning 

Scores, and using smart clinical decision-support models.  

 The challenges related to adaptability, 

transparency, and bias in current AI models have led to a 

push for more transparency in AI design. The goal is to 

help professionals better understand and customize 

existing AI mechanisms through explainable AI models, 

ensuring transparency using various techniques. Current 

healthcare models face limitations when dealing with 

real-world complexities and uncertainties. Medical 

decision-support systems need to be robust and precise, 

as they directly impact human survival. Therefore, AI 
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models in healthcare must be reliable enough to make 

appropriate decisions.  

 There is growing interest in XAI approaches that 

can explain AI models to solve explainability challenges 

in various applications. XAI aims to simplify machine 

learning models by providing clear information about 

why a model took a particular action, while also 

developing models that are understandable and 

transparent without compromising on performance. 

 The need for more transparent and interpretable 

AI models, especially in fields like healthcare and 

medicine, has motivated current research. Many powerful 

approaches, often referred to as "black boxes," lack 

transparency, which can be problematic, especially in 

medical applications where the effectiveness of a 

diagnosis or treatment is closely linked to the approach 

used. This research aims to discuss various explainable 

approaches, tools, and case studies to help young 

researchers understand the models used in healthcare. 

 The main contributions of our research include 

using XAI in drug discovery so that we can convert the 

process of creating drug from black box model to white 

box model, helping in tracing the properties of the drug 

so that we can get the required drug. 

 Expanding the model's capabilities has various 

implications, even though AI algorithms have been 

shown to outperform humans in some tasks. To gain the 

confidence of healthcare professionals and other 

stakeholders, predictive models and smart diagnosis 

approaches must be transparent, understandable, and 

explainable (Figure 2). The design of these models must 

clearly explain the decision-making process and the 

reasons behind specific actions. These frameworks, often 

referred to as "white-box models," provide a clear 

sequence of actions (Alizadehsani et al. 2024; Srinivasu  

et al. 2022; Nguyen et al. 2021).  

Shap Model 

 SHapley Additive exPlanations (SHAP) is a 

strategy utilized to clarify the yield of machine learning 

models by deciding how much each input include 

contributes to a specific expectation. SHAP leverages 

Shapley Values, a concept from diversion hypothesis, to 

evaluate the commitment of each feature. 

LIME 

 LIME (Locally Interpretable Model-agnostics 

Explanations) is a tool that explains how a machine 

learning model makes a particular prediction for a 

situation. It helps to understand which features (or 

components) have the greatest impact on the prediction, 

especially in the distribution of activities. It also shows 

the result for a participant in all classes. LIME presents 

these interactions in an easy-to-understand visual format. 

This means that LIME may miss some important details 

about how the features in the original model interact, as it 

only focuses on the simplified version. Also, the 

interpretation of LIME can vary depending on the model 

used, meaning that the same data can lead to different 

results if different models are used. 

Black Box Model 

 A Black Box Model in XAI refers to machine 

learning models that operate invisibly, where the inner 

workings of the model are not easily accessible or 

interpretable. These models make predictions based on 

input data, but the decision-making process and the logic 

behind the predictions are not transparent to users. This 

lack of transparency makes it difficult for users to 

understand the behaviour of the model, identify biases or 

errors, or hold the model accountable for its decisions as 

shown in Figure 3.  

Algorithm: Converting Black-Box Model to White-

Box Model for Drug Discovery using XAI (Figure 4)  

Input 

• Black-Box Model (BBM): A pre-trained AI model 

used in drug discovery (e.g., predicting drug efficacy 

or toxicity). 

• Drug Data (DD): Data including chemical structure, 

biological activity, genomic data, etc. 

• Explainable AI Tools (XAI Tools): Tools such as 

SHAP, LIME, and other interpretability methods. 

Output 

• White-Box Model (WBM): A more interpretable AI 

model with explanations for decisions. 

• Model Interpretations (MI): Insights into how the 

model makes decisions. 

Steps 

1. Data Pre-processing (Pre-process Data): 

• Standardize and normalize the drug data (DD). 

• Identify and encode relevant features (e.g., molecular 

descriptors, bioactivity data). 

• Split the data into training, validation, and test sets. 

2. Model Evaluation (Evaluate BBM): 

• Evaluate the performance of the black-box model 

(BBM) using standard metrics (e.g., accuracy, 

precision, recall, F1-score). 

• Store baseline performance metrics for comparison. 
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3. Feature Importance Analysis (Analyse Features): 

• Apply XAI tools (e.g., SHAP, LIME) to the black-

box model to determine feature importance. 

• Rank features based on their influence on model 

predictions. 

4. Model Decomposition (Decompose BBM): 

• Decompose the black-box model by isolating key 

components: 

• Local Interpretations: Use LIME to understand 

model behaviour for individual predictions. 

• Global Interpretations: Use SHAP to understand 

overall feature impact on the model. 

5. Generate Explanations (Generate Explanations): 

• For each prediction, generate explanations using the 

selected XAI tools. 

• Store these explanations to compare with model 

outputs. 

6. White-Box Model Design (Design WBM): 

• Use the insights gained from the feature importance 

analysis and model decomposition to design a white-

box model. 

• Choose interpretable model architectures (e.g., 

decision trees, rule-based systems, linear models). 

• Incorporate the most important features identified by 

XAI tools into the model. 

7. Model Training (Train WBM): 

• Train the white-box model using the training dataset. 

• Ensure the model remains interpretable while 

achieving comparable performance to the black-box 

model. 

8. Model Explanation Integration (Integrate 

Explanations): 

• Integrate the explanations generated in step 5 into the 

white-box model. 

• Ensure the model outputs not only predictions but 

also explanations for each prediction. 

9. Model Validation (Validate WBM): 

• Evaluate the white-box model on the validation 

dataset. 

• Compare the performance metrics with those of the 

black-box model to ensure the white-box model is 

competitive. 

10. Refinement and Tuning (Refine and Tune): 

• Refine the model by tuning hyper parameters, 

adding/removing features, or adjusting model 

complexity. 

• Ensure that interpretability and performance are 

balanced. 

11. Final Testing (Test WBM): 

• Test the final white-box model on the test dataset. 

• Evaluate the interpretability of the model and the 

quality of explanations provided. 

12. Output Model and Explanations (Output Model): 

• Output the final white-box model along with the 

generated interpretations and explanations. 

• Document the insights and decision-making 

processes embedded in the model. 

MATERIALS AND METHODS 

 The methodology for integrating XAI into 

healthcare AI models involves several key steps: 

 Data Collection and Pre-processing: Data is 

gathered from various sources, standardized, and split 

into training, validation, and test sets. 

 Model Development: A black-box AI model is 

developed using advanced algorithms for tasks such as 

predicting drug efficacy or diagnosing diseases. 

 Feature Importance Analysis: Tools like SHAP 

and LIME are used to analyze the importance of different 

features in the model's predictions. 

 Model Decomposition: The black-box model is 

decomposed to generate both local and global 

interpretations of its decision-making process. 

 White-Box Model Design: Insights from the 

previous steps guide the design of a more interpretable 

white-box model. 

 Model Validation: The white-box model's 

performance is validated against the black-box model 

using standard metrics. 

 Integration of Explanations: The final model 

outputs predictions along with explanations, enhancing 

trust among healthcare professionals. 

RESULTS 

 After applying the XAI tool to the black box 

model, we identified the key features that affect the 

model prediction. By combining this information, we 

created a white box that not only maintains the original 

black box model’s specificity but also provides more 

definition. The white box model provides a clear 

understanding of the specific features that affect the 

efficacy and safety of drug candidates. The predictive 

model is based on the black box model but has the 

advantage of being easily interpretable by researchers and 

practitioners. This description is important to ensure that 

the drug discovery process is not only accurate but also 

reliable and trustworthy (Figure 4).  
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DISCUSSION 

 The transition from a black-box to a white-box 

approach to drug discovery presents several significant 

challenges to the field, including the need for 

transparency and the ability to trace causality behind 

model prediction. Extending white-box models enables 

more informed decisions and reduces the risk of error and 

bias that can result from using opaque models. A 

powerful strategy for overall performance. Free-box 

models provide clear explanations for predictive models, 

facilitating better collaboration between AI systems and 

human experts, leading to better outcomes and treatment 

outcomes. They increase transparency and accountability 

while meeting the performance standards of traditional 

intelligence standards. This advancement represents a 

significant step in making AI-enabled drug discovery 

more reliable, easier to understand, and ultimately more 

effective (Saeed and Omlin, 2023; Hulsen 2023; Salih  et 

al. 2024; Love et al. 2023). 

 

 

Figure 1: Applications of AI in different fields of healthcare 

 

Figure 2: Concept used for converting black box drug discovery model to white box 
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Figure 3: Working of black box model 

 
Figure 4: Flowchart for algorithm 
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